INFORMATION CONCEPTS IN FILTERED EXPERIMENTS
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ABSTRACT. In this paper we define randomized filtered experiments with an abstract parameter space and analyze some properties of this concept. To that end we relate with the parametric family of density processes the arithmetic and geometric mean processes. The latter will be naturally linked to a generalized Hellinger process and Hellinger integrals. We also introduce and analyze the Kullback–Leibler information processes of a posterior distribution on the parameter space with respect to a prior (and vice versa) and give certain characterizations to their development in terms of the concepts given above.

1. INTRODUCTION

In this paper we study the Kullback–Leibler information between a posterior and a prior distribution on an abstract parameter space. First we consider static randomized experiments. Then we analyze the dynamics of Kullback–Leibler information in experiments equipped with a filtration.

For a proper analysis of the dynamical information it is necessary to define arithmetic and geometric mean measures, (the latter generalizations of a probability measure introduced by Grigelionis in [9]) as well as the notions of Hellinger integral and Hellinger process with respect to an arbitrary, not necessarily finite, family of probability measures. We give some extremal properties of the arithmetic and geometric mean measures and the related geodesic measure. To understand the dynamical behavior of the Kullback–Leibler information we give a representation of this information in terms of the likelihood ratio between the arithmetic mean and the geometric mean measures and Hellinger process. Therefore a considerable part of the present paper is devoted to Hellinger processes. To make the present paper self-contained we included some necessary results from [7] and [8].

The paper is organized as follows. After the introduction we treat in section 2 randomized statistical experiments in a static setting and introduce the notions of the information in the posterior given a prior, as well as the notion of relative entropy in the posterior given a prior. In section 3 we switch to a dynamic setting and in the sections 4 and 5 we discuss a dynamic family of arithmetic and geometric mean measures. Finally, in section 6 we treat the dynamics of the information and entropy processes in terms of the previously defined concepts. The results of the present paper are of a general nature. For applications to semimartingale experiments we refer to [8].
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2. Randomized experiments

2.1. Statistical experiment. We consider a statistical experiment \((\Omega, \mathcal{F}, \{P_\theta\}_{\theta \in \Theta})\), where \(\{P_\theta\}_{\theta \in \Theta}\) is a certain parametric family of probability measures defined on a measurable space \((\Omega, \mathcal{F})\) with a set of elementary events \(\Omega\) and a \(\sigma\)-field \(\mathcal{F}\). We suppose that each member of the family \(\{P_\theta\}_{\theta \in \Theta}\) is equivalent to a certain probability measure \(Q\), i.e.,

\[ \{P_\theta\}_{\theta \in \Theta} \sim Q, \tag{2.1} \]

and for each fixed \(\theta \in \Theta\) we denote by \(p_\theta\) the Radon–Nikodym derivative of \(P_\theta\) with respect to \(Q\):

\[ p_\theta = \frac{dP_\theta}{dQ}. \tag{2.2} \]

So, for each \(\theta \in \Theta\) and \(B \in \mathcal{F}\)

\[ P_\theta(B) = \int_B p_\theta(\omega) Q(d\omega) = E_Q\{1_B p_\theta\}. \tag{2.3} \]

Here and elsewhere below we use the expectation sign \(E\) indexed by a probability measure. When we want to express dependence of \(p_\theta\) on the dominating measure \(Q\), we also write \(p(\theta, Q)\).

2.2. Randomization. On the set of parameter values \(\Theta\) define a \(\sigma\)-field \(\mathcal{A}\) and consider a probability space \((\Theta, \mathcal{A}, \alpha)\) where \(\alpha\) is a certain probability measure. In this way a statistical parameter \(\vartheta\) is viewed as a random variable (on a possibly different probability space) with values in \((\Theta, \mathcal{A})\). The probability measure \(\alpha\) determines the distribution of \(\vartheta\).

Consider now the direct product \((\Omega, \mathcal{F}, Q)\) of two probability spaces \((\Omega, \mathcal{F}, Q)\) and \((\Theta, \mathcal{A}, \alpha)\), where \(\Omega = \Omega \times \Theta, \mathcal{F} = \mathcal{F} \otimes \mathcal{A}, \) and \(Q = \alpha \times \alpha\). Along with \(Q\) define on \((\Omega, \mathcal{F})\) another probability measure \(P\) as follows: for each \(B \in \mathcal{F}\)

\[ P(B) = \int_B p_\vartheta(\omega) Q(d\omega) \alpha(d\vartheta) = E_Q\{1_B p_\vartheta\}, \tag{2.4} \]

so that for each \(\omega = (\omega, \theta) \in \Omega\) we have \(p_\vartheta(\omega) = p(\omega) = dP/dQ(\omega)\). Obviously,

\[ p(\omega) = \frac{dP}{dQ}(\omega) = \frac{dP_\vartheta}{dQ}(\omega) = p_\vartheta(\omega) \tag{2.5} \]

(cf. (2.2)).

Observe that in the present setting the probability measure \(P_\vartheta\) defined for each \(\vartheta \in \Theta\) by (2.3) (and satisfying \(P_\vartheta(\Omega) = 1\)), can be viewed as a random conditional probability measure, under the condition that the statistical parameter \(\vartheta\) takes on the particular value \(\theta\). In view of (2.3) we can rewrite (2.4) as follows: for each \(B = B \times A \in \mathcal{F}\)

\[ P(B) = \int_A p_\vartheta(B \cap A) \alpha(d\vartheta) = E_{\alpha}\{1_A E_Q\{1_B P\}\} = E_Q\{1_B E_{\alpha}\{1_A P\}\}, \]

since by the Fubini theorem for positive functions (e.g. Loève [15, Theorem 8.2B]) it is allowed to interchange the integration order.

Throughout the paper the Kullback–Leibler information in \(P\) given \(Q\) is defined by (we follow the notation of [3])

\[ I(P|Q) = E_Q \log \frac{dQ}{dP} = -E_Q \log p \tag{2.6} \]

with the density \(p\) as in (2.5). Indeed, in view of our assumptions in section 2.1 this quantity is well-defined, since the measures \(P\) and \(Q\) are equivalent and

\[ dQ/dP = (dP/dQ)^{-1} \text{ Q-a.s.} \]
so that $I(P|Q) = -E_Q \log(dP/dQ)$. In order to avoid trivialities this information is assumed positive. Often we will also assume that it is finite, i.e.,

$$0 < I(P|Q) < \infty.$$  

(2.7)

Notice that we can alternatively write $I(P|Q) = E_\alpha I(P_\theta|Q)$, showing that we deal with an average information in the experiment given a dominating measure $Q$.

Already in the next section will also come across the quantity

$$I(Q|P) = E_P \log \frac{dP}{dQ} = E_Q p \log p$$

(2.8)

(cf. proposition 2.2) with the density $p$ as in (2.5), where we assume that $p \log p$ is integrable with respect to $Q$. This Kullback–Leibler information in $Q$ given $P$ equals to $I(Q|P) = E_\alpha I(Q|P_\theta)$. Using the terminology of the theory of large deviations we may characterize this quantity as the average relative entropy in the experiment given a dominating measure $Q$ (cf. e.g. [6, Section 1.4]; for a different, statistical context, see e.g. [13]). Instead of (2.7) we will sometimes assume that the average relative entropy is well-defined, positive and finite, i.e.,

$$0 < I(Q|P) < \infty.$$

(2.9)

2.3. Arithmetic mean measure. Usually, one intends to get statements about the experiment that are independent from the choice of a dominating measure $Q$. But even in that case it is often handy from a technical point of view to make specific computations under a special choice of a dominating measure $Q$. Following and [3], we will make two different choices, called the arithmetic mean measure and the geodesic measure, respectively. The motivation will be their extremal properties proved in propositions 2.2 and 2.5.

First, we define the arithmetic mean measure as follows. Consider once more a statistical experiment $(\Omega, \mathcal{F}, \{P_\theta\}_{\theta \in \Theta}, Q)$. With the family of probability measures $\{P_\theta\}_{\theta \in \Theta}$ we associate a new measure defined on the same measurable space $(\Omega, \mathcal{F})$, the so-called arithmetic mean measure $\bar{P}_\alpha$: for each $B \in \mathcal{F}$

$$\bar{P}_\alpha(B) = P(B \times \Theta) = E_\alpha P_\theta(B).$$

(2.10)

Let us also introduce the notation $a(\alpha, Q) = E_\alpha p_\theta$ for the arithmetic mean with respect to $\alpha$ of the density $p_\theta$. The following simple lemma allows us to use $\bar{P}_\alpha$ as a measure equivalent to whole family $\{P_\theta\}_{\theta \in \Theta}$:

**Lemma 2.1.** Assume (2.1). Then the measures $\bar{P}_\alpha$ and $Q$ are equivalent and

$$\frac{d\bar{P}_\alpha}{dQ} = a(\alpha, Q).$$

**Proof.** See [8, Lemma 2.1]. □

Dealing with the present statistical experiment one may wish to select a special dominating measure that is most neutral with respect to the given family $\{P_\theta\}_{\theta \in \Theta}$ in the following sense. One may choose for the probability measure that possesses the following extremal property: it minimizes $E_\alpha I(Q|P_\theta) = I(Q|P)$ among all dominating measures $Q$, which is exactly the average relative entropy in the experiment given a dominating measure $Q$ of (2.8). The arithmetic mean measure achieves this extremal property as we have the following proposition.

**Proposition 2.2.** For all dominating measures $Q$ verifying (2.1)

$$I(Q|P) \geq I(\bar{P}_\alpha | P),$$

where $\bar{P}_\alpha$ is the product measure $\bar{P}_\alpha \times \alpha$. The equality is attained if and only if $Q = \bar{P}_\alpha$. 
Proof. Since \( I(Q|P) = I(Q|\tilde{P}_\alpha) + I(\tilde{P}_\alpha|P) \) the assertion is straightforward. \( \Box \)

Remark 2.3. The relation \( I(Q|P) = I(Q|\tilde{P}_\alpha) + I(\tilde{P}_\alpha|P) \) is of the same type as a so-called nonsymmetric Pythagorean theorem for orthoprojections obtained in [3, Chapter 22]. The first term equals \( I(Q|\tilde{P}_\alpha) = E_{\tilde{P}_\alpha} \ln\{d\tilde{P}_\alpha/dQ\} \) which is well-defined by Jensen’s inequality for the convex function \( \ell(x) = x\ln x \) and by the equivalence \( \tilde{P}_\alpha \sim Q \).

2.4. Geodesic measure. In this section another candidate will be defined as a dominating measure. This new measure, called below the geodesic measure, is closely related to the notion of the Hellinger integral of order \( \alpha \), which in analogy with [11, Section IV.1, formula 1.6], is denoted by \( H(\alpha) \) and defined as the \( Q \)-expectation of the geometric mean of the density \( p_\theta \) with respect to \( \alpha \). That is, \( H(\alpha) = E_Q g(\alpha, Q) \) where \( g(\alpha, Q) = \exp\{E_{\alpha} \log p_\theta\} \) is this geometric mean. In view of Jensen’s inequality (applied to the concave function \( \log \)), we see that \( g(\alpha, Q) \leq a(\alpha, Q) \), therefore \( 0 \leq H(\alpha) \leq 1 \). Note that the Hellinger integral is independent of the choice of the dominating measure \( Q \): if \( Q’ \) is another dominating measure such that \( Q \ll Q’ \) and \( Z = dQ/dQ’ \), then \( E_Q g(\alpha, Q) = E_{Q’} g(\alpha, Q’), \) since \( E_Q g(\alpha, Q) = E_Q\{Z g(\alpha, Q)\} \) and by definition of \( g(\alpha, Q) \)

\[
Z g(\alpha, Q) = \exp\{E_{\alpha} \log\{Z p(\theta, Q')\}\} = \exp\{E_{\alpha} \log p(\theta, Q')\} = g(\alpha, Q'). \tag{2.11}
\]

Let then \( Q \) and \( Q_0 \) be two dominating measures and \( Q' = \frac{1}{2}(Q + Q_0) \). A double application of the above result gives \( E_Q g(\alpha, Q) = E_{Q'} g(\alpha, Q') = E_{Q_0} g(\alpha, Q_0) \), which establishes the postulated independence of the choice of the dominating measure.

The geodesic measure mentioned at the beginning of this section, is denoted by \( \bar{\mathcal{C}}_\alpha \) and defined for all \( B \in \mathcal{F} \) as follows:

\[
\bar{\mathcal{C}}_\alpha(B) = \frac{\int_B \exp\{E_{\alpha} \log p_\theta(\omega)\} Q(d\omega)}{\int_Q \exp\{E_{\alpha} \log p_\theta(\omega)\} Q(d\omega)} = E_Q\{1_{B} g(\alpha, Q)\}. \tag{2.12}
\]

Recall lemma 2.1. The arithmetic mean measure was characterized by having \( a(\alpha, Q) \), the arithmetic mean of the \( p_\theta \) as its density with respect to \( Q \). Now we are dealing with the measure \( \mathcal{C}_\alpha \) that is absolutely continuous with respect to \( Q \), having the density, proportional to the geometric mean,

\[
\frac{d\mathcal{C}_\alpha}{dQ} = \frac{g(\alpha, Q)}{H(\alpha)}. \tag{2.13}
\]

Moreover, we have the following lemma.

Lemma 2.4. Assume (2.7). Then the measure \( \bar{\mathcal{C}}_\alpha \) is equivalent to \( Q \).

Proof. We only have to prove \( Q \ll \bar{\mathcal{C}}_\alpha \). If \( \bar{\mathcal{C}}_\alpha(B) = 0 \) for a \( B \in \mathcal{F} \), then \( g(\alpha, Q) = 0 \) and \( E_{\alpha} \log p_\theta = -\infty \) on this \( B \) \( Q \)-a.s. But \( \log p_\theta \) is integrable with respect to \( Q \) by assumption. Hence \( Q(B) = 0 \) by the Fubini theorem. The proof is complete. \( \Box \)

Like the arithmetic mean measure, also the geodesic measure has an extremal property:

Proposition 2.5. The following relation holds

\[
I(P|Q) = I(\bar{\mathcal{C}}_\alpha|Q) - \log H(\alpha). \tag{2.14}
\]

Moreover, among the dominating measures \( Q \) the measure \( \bar{\mathcal{C}}_\alpha \) is such that \( I(P|Q) \) is minimized with minimum value \( -\log H(\alpha) \).

Proof. First, since \( \bar{\mathcal{C}}_\alpha \sim Q \), we observe that

\[
I(\bar{\mathcal{C}}_\alpha|Q) = -E_Q \log \frac{d\mathcal{C}_\alpha}{dQ} = -E_Q \log g(\alpha, Q) + \log H(\alpha)
\]

and then \( I(P|Q) = -E_Q E_{\alpha} \log p_\theta = -E_Q \log g(\alpha, Q) \). Equation (2.14) now follows.
Since $I(\hat{C}_\alpha|Q) \geq 0$ we have $I(P|Q) \geq -\log H(\alpha)$. Because $H(\alpha)$ is independent of $Q$, we also have $\inf_Q I(P|Q) \geq -\log H(\alpha)$. Clearly we get equality for $Q = \hat{C}_\alpha$. \(\square\)

Remark 2.6. Equation (2.14) is equivalent to $I(P|Q) = I(\hat{C}_\alpha|Q) + I(P|\hat{C}_\alpha \times \alpha)$. This is another analogue of Pythagoras’ theorem. Similar results are obtained in [4] for $I$-projections.

2.5. Prior and posterior measures. Let us turn for awhile back to the probability measure $\alpha$ that we have defined on the parametric space $(\Theta, \mathcal{A})$ at the beginning of section 2.2. In a Bayesian set up it is called a priori probability measure. Along with this one usually defines on the same space the a posteriori probability measure $\beta$ by the following Bayes formula: for all $A \in \mathcal{A}$

$$\beta(A) = \frac{\int_A p(\theta, Q) \alpha(d\theta)}{\int_{\Theta} p(\theta, Q) \alpha(d\theta)}. \quad (2.15)$$

In other words

$$\frac{d\beta}{d\alpha}(\theta) = \frac{p(\theta, Q)}{\int_{\Theta} p(\theta, Q) \alpha(d\theta)} \quad (2.16)$$

for each $\theta \in \Theta$. Obviously, the posterior $\beta$ so defined is free of the choice of a dominating measure $Q$.

In section 6 we will be interested in the Kullback–Leibler information in the posterior $\beta$ given the prior $\alpha$ that in virtue of the identity (2.16) is

$$I(\beta|\alpha) = -E_{\alpha} \log \frac{d\beta}{d\alpha}(\theta) = \log E_{\alpha} p(\theta, Q) - E_{\alpha} \log p(\theta, Q). \quad (2.17)$$

Note that in terms of section 2.3 the identities (2.16) and (2.17) may be written as follows:

$$\frac{d\beta}{d\alpha}(\theta) = \frac{p(\theta, Q)}{a(\alpha, Q)} = p(\theta, \bar{P}_\alpha) \quad (2.18)$$

and

$$\exp\{-I(\beta|\alpha)\} = g(\alpha, \bar{P}_\alpha). \quad (2.19)$$

The denominator in (2.16) is indeed $a(\alpha, Q)$ so that (2.18) follows from (2.2) and lemma 2.1. The equation (2.19) is obvious, since on the right of (2.17) we have

$$E_{\alpha} \log \{a(\alpha, Q)/p(\theta, Q)\} = -E_{\alpha} \log p(\theta, \bar{P}_\alpha).$$

The $\bar{P}_\alpha$-expectation of the Kullback–Leibler information in $\beta$ given $\alpha$ is then easily seen to be equal to $E_{\alpha} I(P_\theta|\bar{P}_\alpha)$, which in turn is nothing else than $I(P|\bar{P}_\alpha)$.

We will also treat the relative entropy of the posterior given a prior that by definition amounts to

$$I(\alpha|\beta) = E_{\beta} \log \frac{d\beta}{d\alpha}(\theta) = E_{\alpha} p(\theta, \bar{P}_\alpha) \log p(\theta, \bar{P}_\alpha). \quad (2.20)$$

In Bayesian statistics this quantity is called information from data (see [1, Definition 2.26, p. 78]). Its expectation $E_{P_\alpha} I(\alpha|\beta)$ is an especially important notion. It is called expected utility from data. By (2.20) we get the following representation:

$$E_{P_\alpha} I(\alpha|\beta) = E_{\alpha} E_{P_\alpha} p(\theta, \bar{P}_\alpha) \log p(\theta, \bar{P}_\alpha) = E_{\alpha} I(\bar{P}_\alpha|P_\theta) = I(\bar{P}_\alpha|P). \quad (2.21)$$

Hence the expected utility from data is finite under assumption (2.9) in view of proposition 2.2.

3. RANDOMIZED FILTERED EXPERIMENT

Let the measurable space $(\Omega, \mathcal{F})$ be equipped with a filtration $F = \{\mathcal{F}_t\}_{t \geq 0}$, an increasing and right continuous flow of sub-$\sigma$-fields of $\mathcal{F}$, so that $\bigvee_{t \geq 0} \mathcal{F}_t = \mathcal{F}_\infty = \mathcal{F}$. 
Assume that the filtered probability space \((\Omega, \mathcal{F}, F = \{\mathcal{F}_t\}_{t \geq 0}, Q)\) is a stochastic basis: \(\mathcal{F}\) is \(Q\)-complete and each \(\mathcal{F}_t\) contains the \(Q\)-null sets of \(\mathcal{F}\). We also assume for simplicity that \(\mathcal{F}_0 = \{\emptyset, \Omega\} \) \(Q\)-a.s. The filtered probability space

\[
(\Omega, \mathcal{F}, F; \{P_{\theta}\}_{\theta \in \Theta}, Q)
\]

so defined is called a filtered statistical experiment.

Consider now the optional projections of the probability measures \(Q\) and \(P_{\theta}\) with respect to \(F\), and use the same symbols for resulting optional valued processes: for a \(F\)-stopping time \(T \leq Q_T\) and \(P_{\theta,T}\) are then the restrictions of the measures \(Q\) and \(P_{\theta}\) to the sub-\(\sigma\)-field \(\mathcal{F}_T\). Since \(P_{\theta,T}\) is equivalent to \(Q_T\) for each \(\theta \in \Theta\), we can define the Radon–Nikodym derivatives

\[
z_T(\theta) = \frac{dP_{\theta,T}}{dQ_T} = E_Q\{P_{\theta}|\mathcal{F}_T\}.
\]

Thus according to [11, Section III.3], for each fixed \(\theta \in \Theta\) there is a unique (up to \(Q\)-indistinguishability) process \(z(\theta) = z(\theta, Q)\) called the density process (we usually stress the dependence on a dominating measure \(Q\)), so that \(z_t(\theta, Q) = dP_{\theta,t}/dQ_t\) for all \(t \geq 0\), which possesses the following properties (see [11, Proposition III.3.5] for more details):

for each \(\theta \in \Theta\)

(i) \(\inf_t z_t(\theta, Q) > 0 \) \(Q\)-a.s.

(ii) \(\sup_t z_t(\theta, Q) < \infty \) \(Q\)-a.s.

(iii) the density process \(z(\theta, Q)\) is a \((Q, F)\)-uniformly integrable martingale with \(E_Q(z(\theta, Q)) = 1\), for all \(t \in [0, \infty]\).

Later on in this paper we will also encounter various Kullback–Leibler information numbers like \(I(P_{\theta,T}|Q_T)\), next to the ones that have been previously introduced.

4. Arithmetic mean process and arithmetic mean measure

4.1. Arithmetic mean process. In section 2.3 we have associated with the parametric family of densities \(\{p(\theta, Q)\}_{\theta \in \Theta}\) the arithmetic mean \(a(\alpha, Q)\) with respect to the prior \(\alpha\). Likewise, with the parametric family of density processes \(\{z(\theta, Q)\}_{\theta \in \Theta}\) the process

\[
a(\alpha, Q) = E_{\alpha} z(\theta, Q)
\]

(4.1)

is associated, that is called the arithmetic mean process.

In view of the definition (4.1) and the identity of lemma 2.1 the \(\alpha\)-mean process can also be defined as the density process of \(\bar{P}_\alpha\) with respect to \(Q\): with the notation like in section 3

\[
a(\alpha, Q) = z(\bar{P}_\alpha, Q),
\]

(4.2)

where

\[
z_t(\bar{P}_\alpha, Q) = E_Q\left\{\frac{d\bar{P}_\alpha}{dQ}\big|\mathcal{F}_t\right\}
\]

for all \(t \geq 0\). Therefore with the choice \(\bar{P}_\alpha\) as the dominating measure it becomes particularly simple: identically \(a(\alpha, \bar{P}_\alpha) = 1\).

Parallel to the above statements (i)–(iii) on the density processes at the end of section 3, the following properties of the arithmetic mean process can be stated:

Proposition 4.1. Assume (2.1). The arithmetic mean process \(a = a(\alpha, Q)\) possesses the following properties:

(i) \(\inf_\alpha a_\alpha > 0 \) \(Q\)-a.s.

(ii) \(\sup_\alpha a_\alpha < \infty \) \(Q\)-a.s.

(iii) \(a\) is a \((Q, F)\)-uniformly integrable martingale with \(E_Q a_t = 1\) for all \(t \geq 0\).
Proof. In view of lemma 2.1 it suffices to refer again to [11, Section III.3, Proposition 3.5]. □

Recall the Bayesian terminology of section 2.5 where the measure $\alpha$ on $(\Theta, \mathcal{A})$ is called a priori probability measure. Along with this one may also define for each stopping time $T$ on the same space the a posteriori probability measure $\beta^T$ by the Bayes formula: for all $A \in \mathcal{A}$

$$\beta^T(A) = \frac{\int_A Z_T(\theta, Q) \, \alpha(d\theta)}{\int \alpha Z_T(\theta, Q) \, \alpha(d\theta)}, \tag{4.3}$$

i.e., for each $\theta \in \Theta$

$$\frac{d\beta^T}{d\alpha}(\theta) = \frac{Z_T(\theta, Q)}{\int \alpha Z_T(\theta, Q) \, \alpha(d\theta)}, \tag{4.4}$$

cf. (2.15) and (2.15). Obviously, the posterior $\beta^T$ so defined is free of the choice of a dominating measure $Q$. Note that for fixed $A \in \mathcal{A}$ the random variable $\beta^T(A)$ is $\mathcal{F}_T$-measurable. In virtue of the identity (4.2) we get with $\bar{P}_\alpha$ as the dominating measure that for each $\theta \in \Theta$

$$\frac{d\beta^T}{d\alpha}(\theta) = \frac{Z_T(\theta, Q)}{\alpha(\bar{P}_\alpha)} = Z_T(\theta, \bar{P}_\alpha), \tag{4.5}$$

cf. (2.18). In particular, $E_\alpha Z_T(\theta, \bar{P}_\alpha) = \alpha(\bar{P}_\alpha) = 1$. It is now straightforward to define at each stopping time $T$ the information or the relative entropy in the posterior given a prior like in (2.17) or (2.20), respectively. But we postpone this till section 6 where the development in time of the related processes are treated.

4.2. Arithmetic mean process as an exponential. In practice each density process $z(\theta, Q)$, $\theta \in \Theta$, is often given in the form of the Doléans exponential of a certain $(Q, F)$-local martingale, say $m(\theta, Q)$, that is by definition $z(\theta, Q) = E(m(\theta, Q))$ with

$$E(m) = \exp \left\{ m - \frac{1}{2} \langle m \rangle \right\} \prod_{s \leq t} (1 + \Delta m_s)e^{-\Delta m_s}. \tag{4.6}$$

Moreover, often the continuous and the discontinuous parts of the $(Q, F)$-local martingales $m(\theta) = m(\theta, Q)$, $\theta \in \Theta$, are separately modeled as martingale transforms of a certain continuous $(Q, F)$-local martingale, say $M^c$, and a certain purely discontinuous $(Q, F)$-local martingale, say $M^d$, both free of the parameter $\theta$. The dependence on the parameter is realized via the predictable integrands, say $c(\theta)$ and $d(\theta)$, respectively, so that $m(\theta)$ is given the form

$$m(\theta) = c(\theta) \cdot M^c + d(\theta) \cdot M^d. \tag{4.7}$$

In fact many models of practical interest are of this particular form, the examples can be found in [8] (the specification (4.7), however, is superfluous throughout most of the present paper, except in the present and in the concluding section 6.2). As we have seen in section 4.1, the arithmetic mean process $a(\alpha, Q)$ is a density process, cf. (4.2). Therefore, it may as well be represented as a Doléans exponential. Under the present circumstances this representation is particularly appealing, since it is only required to take the predictable posterior expectations (with respect to the posterior measure defined in (4.3)) of both integrands, namely $\bar{c} \doteq E_{\beta^-} c(\theta)$ and $\bar{d} \doteq E_{\beta^-} d(\theta)$. It suffices then to form the $(Q, F)$-local martingale

$$\tilde{m} \doteq \bar{c} \cdot M^c + \bar{d} \cdot M^d, \tag{4.8}$$

as is shown in theorem 4.2 below.

**Theorem 4.2.** Assume (2.1) and (2.9). Suppose that for each $\theta \in \Theta$ the density process $z(\theta, Q)$ can be represented as the Doléans exponential $z(\theta, Q) = E(m(\theta, Q))$ with the
(\(Q,F\))-local martingale \(m(\theta,Q)\) of the form (4.7). Then the arithmetic mean process is the Doléans exponential of the \((Q,F)\)-local martingale (4.8), i.e.,

\[
a(\alpha,Q) = z(\bar{P}_\alpha, Q) = \mathcal{E}(\bar{m}).
\]

**Proof.** The relation \(z(\theta,Q) = \mathcal{E}(m(\theta,Q))\) implies that

\[
z(\theta,Q) = 1 + z_-(\theta,Q) \cdot m(\theta,Q) = 1 + z_-(\theta,Q) c(\theta) \cdot M^c + z_-(\theta,Q) d(\theta) \cdot M^d.
\]

The latter equality follows from the condition (4.7). Replace now \(\theta\) by \(\bar{\vartheta}\) and take the expectation \(E_\alpha\) of both sides. On the left we get the arithmetic mean process \(a(\alpha,Q)\), cf. (4.1). On the right we are allowed to interchange the integration order under assumption (2.9), since we can now use the stochastic Fubini theorem in [2]. The condition in this paper under which the stochastic Fubini theorem holds boils in our case down to

\[
E_Q E_\alpha[z(\bar{\vartheta},Q)]^{1/2} < \infty.
\]

This follows from [2, theorem 3.1] and the martingale case of example 2 of the same paper. Combining inequalities (25.2) in chapter V and (90.2) in chapter VII of [5], we can (using a suitable constant \(C\)) bound \(E_Q E_\alpha[z(\bar{\vartheta},Q)]^{1/2}\) by

\[
C(1 + E_Q E_\alpha z_{\infty}(\bar{\vartheta},Q) \log^+ z_{\infty}(\bar{\vartheta},Q))
\]

which is finite in view of (2.9) and the trivial relation \(x \log^+ x \leq x \log x + e^{-1}\).

Hence we obtain the integrands \(a_-(\alpha,Q)\) and \(a_-(\alpha,Q)\) \(\bar{\alpha}\), since by (4.5) we have

\[
E_\alpha \{z_-(\bar{\vartheta},Q) c(\bar{\vartheta})\} = a_-(\alpha,Q) E_\alpha \{z_-(\bar{\vartheta},\bar{P}_\alpha) c(\bar{\vartheta})\} = a_-(\alpha,Q) E_{\bar{\alpha}} \cdot c(\bar{\vartheta})
\]

that indeed yields the first integrand by the definition of \(\bar{c}\). The second one is obtained in a similar way. We thus get by (4.8) \(a(\alpha,Q) = 1 + a_-(\alpha,Q) \cdot \bar{m}\) that is equivalent to the desired relation \(a(\alpha,Q) = \mathcal{E}(\bar{m})\). □

Theorem 4.2 has important consequence: it allows us to express the density of the posterior with respect to the prior as a Doléans exponential.

**Corollary 4.3.** Under the conditions of theorem 4.2 the process \(d\beta^c/d\alpha\) is the Doléans exponential

\[
\frac{d\beta^c}{d\alpha}(\theta) = \mathcal{E}(n(\theta,\bar{P}_\alpha)),
\]

where for each \(\theta \in \Theta\) the process \(n(\theta,\bar{P}_\alpha)\) is a \((\bar{P}_\alpha,F)\)-local martingale given by

\[
n(\theta,\bar{P}_\alpha) = (c(\theta) - \bar{c}) \cdot N^c + (d(\theta) - \bar{d}) \cdot N^d
\]

with \(N^c = M^c - \langle \bar{m}, M^c \rangle\) and \(N^d = M^d - (1 + \Delta \bar{m})^{-1} \cdot [\bar{m}, M^d]\).

**Proof.** By (4.5) and by theorem 4.2 we may write the density \(d\beta^c/d\alpha\) as the fraction of two Doléans exponentials:

\[
\frac{d\beta^c}{d\alpha}(\theta) = \frac{\mathcal{E}(m(\theta,Q))}{\mathcal{E}(\bar{m})}.
\]

Hence we only need to verify the identity \(\mathcal{E}(n) \mathcal{E}(\bar{m}) = \mathcal{E}(m)\) with \(m = m(\theta,Q)\) and \(n = n(\theta,\bar{P}_\alpha)\), by using the multiplication rule for Doléans exponentials (cf. [10, proposition (6.4)]). This is a straightforward computation. Indeed, according to this rule we must have \(m = m + \bar{m} + [n, \bar{m}]\) but this is satisfied by \(n = m - \bar{m} - (1 + \Delta \bar{m})^{-1} \cdot [\bar{m}, m - \bar{m}]\).

This plainly holds always, irrespective the specifications (4.7) and (4.8) that gives \(n\) the asserted form (4.10). □

Note the following relation

\[
1 + \Delta n(\theta,\bar{P}_\alpha) = 1 + (d(\theta) - \bar{d}) \Delta N^d = \frac{1 + \Delta m(\theta)}{1 + \Delta \bar{m}} > 0.
\]
5. Geometric mean process and geometric mean measure

5.1. Geometric mean process. Along with the \( a \)-mean process (4.1), we associate with the parametric family of density processes \( \{z(\theta, Q)\}_{\theta \in \Theta} \) a so-called geometric mean process

\[
g(\alpha, Q) = \exp\{E_{\alpha}\{\log z(\theta, Q)\}\},
\]

conform to the geometric mean of family of densities \( \{p(\theta, Q)\}_{\theta \in \Theta} \) of section 2.4. By the same argument as in the latter section (Jensen’s inequality) the geometric mean process is dominated by the \( a \)-mean process identically, i.e.,

\[
g(\alpha, Q) \leq a(\alpha, Q)
\]

so that the geometric mean process also possesses property (ii) of proposition 4.1. As for the lower bound, we have assumed (2.7) in order to guarantee that the geometric mean process has property (i) of proposition 4.1 as well.

**Proposition 5.1.** Assume (2.1) and (2.7). The geometric mean process \( g = g(\alpha, Q) \) possesses the following properties:

(i) \( \inf_t g_t > 0 \) \( Q \)-a.s.

(ii) \( \sup_t g_t < \infty \) \( Q \)-a.s.

(iii) \( g \) is a \( (Q, F) \)-supermartingale of class \( D \) with \( g_0 = 1 \).

**Proof.** Property (i) is an immediate consequence of (2.7) and Jensen’s inequality and (ii) follows from equation (5.2).

As for property (iii) we have that the \( g \)-mean process is indeed of class \( D \), since it is dominated by a process of class \( D \), a \( (Q, F) \)-uniformly integrable martingale \( a \) (see (5.2)). It remains to show that \( E_Q\{g_t|\mathcal{F}_s\} \leq g_s \) for \( s \leq t \). To this end apply first the Jensen inequality and then interchange the integration order: on the set \( \{g_0 > 0\} \) of full \( Q \)-measure

\[
E_Q\{g_t|\mathcal{F}_s\} = E_Q\left\{\exp\left\{E_{\alpha}\log\frac{z_t(\theta, Q)}{z_s(\theta, Q)}\right\}|\mathcal{F}_s\right\} \leq E_Q\left\{E_{\alpha}\frac{z_t(\theta, Q)}{z_s(\theta, Q)}|\mathcal{F}_s\right\} = 1.
\]

Observe that in virtue of (4.2) we have by inequality (5.2) that

\[
g(\alpha, Q) = g(\alpha, \hat{P}_\alpha) \leq 1.
\]

Surely, this fraction depends only on the prior \( \alpha \) and the family \( \{P_\theta\}_{\theta \in \Theta} \) but not on the choice of a dominating measure \( Q \).

5.2. Hellinger integrals and Hellinger processes. Let \( T \) be a \( F \)-stopping time. The Hellinger integral of the family of probability measures \( \{P_\theta|_F\}_{\theta \in \Theta} \), is defined according to [11, Section IV.1], as the \( Q \)-expectation of the \( g \)-mean process evaluated at \( T \):

\[
H_T(\alpha) = E_Q\{g_T(\alpha, Q)\}.
\]

This is called the Hellinger integral of order \( \alpha \). As is mentioned in section 2.4 the Hellinger integral is independent of the dominating measure \( Q \).

Next, we define the Hellinger process of order \( \alpha \), denoted traditionally by \( h(\alpha) \). Like the Hellinger integrals, the Hellinger processes are independent of the choice of the dominating measure \( Q \).

**Theorem 5.2.** Assume (2.1) and (2.7). There exists a (unique up to \( Q \)-indistinguishability) predictable finite-valued increasing process \( h(\alpha) \) starting from the origin \( h_0(\alpha) = 0 \)
so that
\[ M(\alpha, Q) = g(\alpha, Q) + g_-(\alpha, Q) \cdot h(\alpha) \]  
\( (5.5) \)
is a \((Q, F)\)-uniformly integrable martingale. Moreover, two Hellinger processes \( h(\alpha) \) determined under two different dominating measures \( Q \) and \( Q' \) are \( Q\) - and \( Q'\)-indistinguishable.

**Proof.** See [8, Theorem 5.2]. \( \Box \)

**Lemma 5.3.** Assume (2.1) and (2.7). Then up to a \( Q \)-evanescent set
\[ \Delta h(\alpha) < 1 \]  
\( (5.6) \)
so that the Doléans exponential of \(-h(\alpha)\) is well defined:
\[ \mathcal{E}(-h(\alpha)) = e^{-h(\alpha)} \prod_{s \leq \cdot} (1 - \Delta h_s(\alpha)) e^{\Delta h_s(\alpha)} \]  
\( (5.7) \)
is a positive decreasing finite-valued process.

**Proof.** It suffices to prove (5.6). But in view of proposition 5.1, property (ii), this follows from the equation
\[ \mathbb{E}_Q \{ g_T | F_{T-} \} - g_{T-} (1 - \Delta h(\alpha) T) = 0, \]  
\( (5.8) \)
valid on the set \( \{ T < \infty \} \) with a predictable time \( T \), since by the predictable section theorem I.2.18 in [11] the latter equation implies \( 1 - \Delta h(\alpha) > 0 \) up to a \( Q \)-evanescent set. The validity of (5.8) is verified as follows: first take \( \Delta \) on both sides of (5.5), and then take the conditional \( Q \)-expectation given \( F_{T-} \). \( \Box \)

**Remark 5.4.** Notice that equation (5.8) also implies that
\[ \Delta h(\alpha)_T = -\mathbb{E} \left\{ \frac{\Delta g_T}{g_{T-}} \bigg| F_{T-} \right\} \]
valid on \( \{ T < \infty \} \) with a predictable time \( T \).

**Remark 5.5.** It is easily verified that
\[ \mathcal{E}(h(\alpha))^{-1} = \mathcal{E}(1 - \Delta h(\alpha))^{-1} \cdot h(\alpha), \]
cf. [14, p. 199].

**Remark 5.6.** Note the following relationship between Hellinger integrals and Hellinger processes:
\[ H_T(\alpha) = 1 - \mathbb{E}_Q \{ g_-(\alpha, Q) \cdot h(\alpha)_T \} \]  
\( (5.9) \)
that follows from (5.4) and (5.5). It will be shown below (theorem 5.17) that, under additional assumptions, \( H_T(\alpha) \) is in fact the expectation with respect to a certain probability measure of the Doléans exponential (5.7) evaluated at \( T \).

In the special situation in which the Hellinger process is deterministic, equation (5.9) reads \( H_T(\alpha) = 1 - H_-(\alpha) \cdot h(\alpha)_T \) and hence \( H_T(\alpha) = \mathcal{E}(-h(\alpha))_T \).

**Remark 5.7.** To draw once more parallels with the basic section 2 (in which the probability space is not yet equipped with the filtration), let us dwell for a moment on the elementary special case called a “one period model”, since time \( T > 0 \) is fixed and \( F_t \) is taken to be trivial if \( t < T \), while \( F_T = F \) for \( t \geq T \). In this case we have \( z_t(\theta, Q) = 1 \) for all \( \theta \) if \( t < T \) and \( z_T(\theta, Q) = p_0 \) for \( t \geq T \) with \( p_0 \) as in equation (2.2). Consequently, \( g_t(\alpha, Q) = 1 \) for \( t < T \) and for \( t \geq T \) we have \( g_t(\alpha, Q) = \exp \mathbb{E}_\alpha \log p_0 \). In this case it follows from equations (5.4) and (5.5) that \( h_t(\alpha) = (1 - H_T(\alpha)) \mathbb{1}_{\{t \geq T\}} \). Therefore \( \mathcal{E}(-h(\alpha)) \), is equal to 1 if \( t < T \) and equals \( H_T(\alpha) \) if \( t \geq T \). Therefore the density of the geodesic measure of section 2.4 can be alternatively expressed as \( g_t(\alpha, Q)/\mathcal{E}(-h(\alpha)) \), for any \( t \geq 0 \).
5.3. Geometric mean process of an exponential. The characterization of the Hellinger process \( h(\alpha) \), presented in section 5.4, is based on proposition 5.8 below. We use here the following notations: if \( \{X(\theta)\}_{\theta \in \Theta} \) is a certain parametric family of processes, then \( a(X) = E_\alpha X(\theta) \) and (for a nonnegative family) \( g(X) = \exp\{E_\alpha \log X(\theta)\} \) denote its arithmetic and geometric mean processes, respectively (cf. the special cases (4.1) and (5.1)). Until the end of this section we assume sufficiently strong measurability properties and that the expectation with respect to \( \alpha \) is well defined. The results of this section will be applied to the density processes \( z(\theta, Q) \) and related processes for which these measurability properties are automatically satisfied.

Denote by \( \phi(X) = a(X) - g(X) \) the difference of the arithmetic and geometric process and note that this difference process is homogeneous in the sense that if \( C \) is a process independent of \( \theta \), then
\[
\phi(CX) = C \phi(X). \tag{5.10}
\]

**Proposition 5.8.** Let \( \{X(\theta)\}_{\theta \in \Theta} \) be a parametric family of \((Q, F)\)-semimartingales with \( \Delta X(\theta) > -1 \) for all \( \theta \). Let its arithmetic mean process \( a(X) = E_\alpha X(\theta) \) be a \((Q, F)\)-semimartingale and \( a_-(X) = E_\alpha X_-(\theta) \). Suppose that the increasing processes \( a((X^c)) \)

\[
a \left( \sum_{s \leq t} (\Delta X_s - \log(1 + \Delta X_s)) \right)
\]

are finite-valued.

Then the \( g \)-mean process \( g(\mathcal{E}) = \exp E_\alpha \{\log \mathcal{E}(X(\theta))\} \) of the family of the Doléans exponentials \( \{\mathcal{E}(X(\theta))\}_{\theta \in \Theta} \) is well-defined and
\[
g(\mathcal{E}) = \mathcal{E}\left\{ a(X) - \frac{1}{2} \tilde{v}(X^c) - \sum_{s \leq t} \phi_s(1 + \Delta X) \right\}, \tag{5.11}
\]

where \( \tilde{v}(\cdot) = a((\cdot)) - \langle a(\cdot) \rangle \) and \( \phi(\cdot) = a(\cdot) - g(\cdot) \).

For the proof we refer to [7, Proposition 4.5].

**Remark 5.9.** If the continuous martingale part \( X(\theta)^c \) possesses the variance process
\[
u(X^c) = \text{var}_\alpha(X(\theta)^c) = E_\alpha \{|X(\theta)^c|^2\} - |E_\alpha \{X(\theta)^c\}|^2 \tag{5.12}
\]

that is a \((Q, F)\)-submartingale of class (D), then the compensator is given by \( \tilde{v}(X^c) \) that occurred in (5.11).

**Remark 5.10.** Obviously, the identity (5.11) implies
\[
g(\mathcal{E}) = g_-(\mathcal{E}) \cdot a(X) - \frac{1}{2} g_-(\mathcal{E}) \cdot \tilde{v}(X^c) - \sum_{s \leq t} g_-(\mathcal{E}) \phi_s(1 + \Delta X)
\]

which is reduced in the special binary case to the Itô formula (cf. [11, p. 199]).

5.4. The Hellinger process as a compensator. The assertions in section 5.3 for an arbitrary family \( \{X(\theta, Q)\}_{\theta \in \Theta} \) are aimed at the application to the special parametric family of processes \( \{m(\theta, Q)\}_{\theta \in \Theta} \) with \( m(\theta, Q) \) so that each density process \( z(\theta, Q) \) is a Doléans exponential \( \mathcal{E}(m(\theta, Q)) \) of a martingale \( m(\theta, Q) \). Then the assumptions made in section 5.3 are satisfied. Write \( m \) as a shorthand notation for \( m(\theta, Q) \).

Below the notations of section 5.3 are used.

**Theorem 5.11.** Assume (2.1) and (2.7). Let the process
\[
V = \frac{1}{2} \nu(m^c) + \sum_{s \leq t} \phi_s(1 + \Delta m) \tag{5.13}
\]
be a \((Q,F)\)-submartingale of class \((D)\). Then its compensator \(\bar{V}\) and the Hellinger process \(h(\alpha)\) are \(Q\)-indistinguishable. Furthermore, for a predictable stopping time \(T\) on the set \(\{T < \infty\}\) it holds that

\[
1 - \Delta h_T(\alpha) = E_Q \{g_T(1 + \Delta m)|\mathcal{F}_{T-}\}. \tag{5.14}
\]

**Proof.** It holds that \(E_Q \{m(\theta, Q) \delta\}^2 < \infty\), since

\[
\log z(\theta, Q) \leq m(\theta, Q) - \frac{1}{2} \langle m(\theta, Q) \delta\rangle
\]

and the Kullback–Leibler information is finite as postulated in (2.7).

By definition (5.13) and remarks 5.9 and 5.10 in section 5.3, especially equation (5.12), we get with \(g(z) = g(\alpha, Q)\) the equation

\[
g(z) = g_-(z) \cdot a(m) + \frac{1}{2} g_-(z) \cdot \{v(m^c) - \bar{v}(m^c)\} - g_-(z) \cdot V, \tag{5.15}
\]

where the first two terms are \(Q\)-martingales. In order to see that \(\bar{V}\) and the Hellinger process \(h(\alpha)\) are \(Q\)-indistinguishable, compare this equation with (5.5).

Next we find from (5.15) that

\[
E_Q \left\{ \frac{\Delta g_T}{g_T} |\mathcal{F}_{T-}\right\} = - E_Q \{\phi_T(1 + \Delta m)|\mathcal{F}_{T-}\},
\]

which by definition of \(\phi\) is nothing else but \(E_Q \{g_T(1 + \Delta m)|\mathcal{F}_{T-}\} - 1\). Now use remark 5.4. \(\Box\)

**Remark 5.12.** It follows from this proof that the martingale \(M(\alpha, Q)\) in theorem 5.2 can now be expressed as

\[
M = g_-(z) \cdot \left\{ a(m) + \frac{1}{2} \{v(m^c) - \bar{v}(m^c)\} - (V - \bar{V}) \right\}. \tag{5.16}
\]

### 5.5. Geometric mean measure. In this section we generalize the approach of Grigelionis [9], who worked with experiments having a finite parameter set. The result is formulated in theorem 5.17 below. In section 4.1 we showed that the density process of the arithmetic mean measure with respect to \(Q\) was the arithmetic mean of the density process \(z(\theta, Q)\). In this section, that deals with the dynamic version of section 2.4, we define a measure whose density process is based on the geometric mean process. Since this process was shown to be a \(Q\)-supermartingale, we need a proper normalization to turn it into a martingale. To this end the multiplicative decomposition theorem of a nonnegative supermartingale (cf. [14, Theorem 2.5.1]) together with the additive decomposition of equation (5.5) is precisely what we need. Notice that we cannot simply normalize the geometric mean process with its expectation to get a martingale, as we did in the static case of section 2.4, cf the right-hand side of (2.13) where the ratio \(g(\alpha, Q)/E_Q g(\alpha, Q)\) occurs. However remark 5.7 suggests an alternative, namely, the normalization with \(\mathcal{E}(-h(\alpha))\). These two normalizations coincide only in the case of a deterministic Hellinger process when \(E_Q g(\alpha, Q) = H(\alpha) = \mathcal{E}(-h(\alpha))\), cf. remark 5.6.

**Theorem 5.13.** Assume (2.1) and (2.7). Then the ratio

\[
\zeta(\alpha, Q) = \frac{g(\alpha, Q)}{\mathcal{E}(-h(\alpha))}
\]

is a local martingale under \(Q\) and, with \(M(\alpha, Q)\) as in (5.5), the following relations are valid:

\[
\zeta(\alpha, Q) = 1 + \frac{1}{\mathcal{E}(-h(\alpha))} \cdot M(\alpha, Q) \tag{5.17}
\]
and
\[ \zeta(\alpha, Q) = \mathcal{E} \left( \frac{1}{(1 - \Delta h)g_-} \cdot M(\alpha, Q) \right). \] (5.18)

**Proof.** Apply theorem 2.5.1 of [14] to the positive supermartingale \( g(\alpha, Q) \) with the Doob–Meyer decomposition as in (5.5). This also yields formula (5.18). The expression (5.17) is a direct consequence of the Itô formula applied to \( g(\alpha, Q)/\mathcal{E}(-h(\alpha)) \) and the definition of \( h(\alpha) \). It is now clear that \( \zeta(\alpha, Q) \) is a \( Q \)-local martingale. \( \Box \)

It is our purpose to use \( \zeta(\alpha, Q) \) as a density process, for which it is necessary that \( \zeta(\alpha, Q) \) is a martingale under \( Q \). Since it is a nonnegative process, it is also a supermartingale, hence a sufficient condition for \( \zeta(\alpha, Q) \) to become a martingale is \( \mathbb{E}_Q \zeta(\alpha, Q) = 1 \). In [9] this equality is assumed to hold.

As is well known, in general a positive local martingale is not necessarily a martingale. However, in a discrete time setting more can be said. Then it is shown in [12] that a nonnegative local martingale is in fact a martingale. So working in discrete time one obtains \( \mathbb{E}_Q \zeta(\alpha, Q) = 1 \), see the examples in [8] for other possibilities.

If we assume that \( \zeta(\alpha, Q) \) is uniformly integrable, there is a nonnegative random variable \( \zeta_\infty(\alpha, Q) \) with expectation 1 such that
\[ \mathbb{E}_Q \{ \zeta_\infty(\alpha, Q) \} \cdot \mathcal{F}_t = \zeta_t(\alpha, Q). \]

We will often need this property, and therefore we will state this, in the same spirit as in [9], as an assumption. Since the nonnegative supermartingale \( \zeta(\alpha, Q) \) has a limit a.s. for \( t \to \infty \), call it \( \zeta_\infty(\alpha, Q) \), we use it as a Radon–Nikodym derivative to define a new measure \( G_\alpha \) on \( (\Omega, \mathcal{F}) \), so for all \( B \in \mathcal{F} \) we have \( G_\alpha(B) = \mathbb{E}_Q \mathbb{I}_B \zeta_\infty(\alpha, Q) \). Alternatively, in terms of a density we have
\[ \frac{dG_\alpha}{dQ} = \frac{g_\infty(\alpha, Q)}{\mathcal{E}(\mathcal{E}(-h(\alpha))_\infty),} \] (5.19)

with \( g_\infty(\alpha, Q) \) the \( Q \)-a.s. limit of \( g_\infty(\alpha, Q) \) for \( t \to \infty \) and likewise \( \mathcal{E}(-h(\alpha))_\infty \) the \( Q \)-a.s. limit of \( \mathcal{E}(-h(\alpha))_t \) for \( t \to \infty \). Clearly, both limits exist and we put \( 0/0 = 0 \).

Notice that \( G_\alpha \) is independent of the choice of the underlying measure \( Q \) and that in general \( G_\alpha \) is a subprobability measure. When \( G_\alpha \) is a probability measure, we call it the geometric mean measure.

**Lemma 5.14.** Assume (2.7). Then the measure \( G_\alpha \) is equivalent to \( Q \).

**Proof.** We have \( G_\alpha \ll Q \) by construction. That \( Q \ll G_\alpha \) follows from the first assertion of proposition 5.1. \( \Box \)

A sufficient condition for existence of \( G_\alpha \) as a probability measure is given in the next proposition. It is in terms of the Hellinger process and is aimed at the applications in the spirit of [8]. Notice that the sufficient condition is satisfied if \( h_\infty(\alpha) \) is \( \bar{P}_\alpha \) (or \( Q \))-a.s. bounded and in particular if it is deterministic and finite.

**Proposition 5.15.** Assume that \( \mathbb{E}_{\bar{P}_\alpha} \{ 1/\mathcal{E}(\mathcal{E}(-h(\alpha))_\infty) \} < \infty \). Then the process \( \zeta(\alpha, Q) \) is a uniformly integrable martingale under \( Q \) and hence \( G_\alpha \) is a probability measure.

**Proof.** If we use \( \bar{P}_\alpha \) as the dominating measure, then the geometric mean is bounded above by the arithmetic mean, which for the density processes \( z(\theta, Q) \) equals one, see section 4.1. Hence \( \zeta(\alpha, \bar{P}_\alpha) \) is dominated by the \( \bar{P}_\alpha \)-integrable random variable
\[ \frac{1}{\mathcal{E}(\mathcal{E}(-h(\alpha))_\infty} \]

and is therefore \( \bar{P}_\alpha \)-uniformly integrable. The conclusion now follows. \( \Box \)

**Remark 5.16.** Assume that \( G_\alpha \) is a probability measure. Then we can give a rather explicit form of the density process \( z(G_\alpha, Q) \) in terms of the martingales \( m(\theta, Q) \) of
section 5.4. First we get that $z(G_\alpha, Q)$ is nothing else but the $\zeta(\alpha, Q)$ of theorem 5.13. From the equations (5.16) and (5.18) we obtain $\zeta(\alpha, Q) = \mathcal{E}(m^{G_\alpha})$, with

$$m^{G_\alpha} = \frac{1}{1 - \Delta h(\alpha)} \cdot \left\{ a(m) + \frac{1}{2} \left\{ v(m^c) - \tilde{v}(m^c) \right\} - (V - \tilde{V}) \right\}.$$ 

If the discontinuous part of $a(m)$ is a sum of jumps martingale, we can say more:

$$m^{G_\alpha} = a(m^c) + \sum_{\xi \leq \alpha} \left( \frac{g_\alpha(1 + \Delta m)}{1 - \Delta h_\alpha(\alpha)} - 1 \right).$$

This follows from equation (5.14).

It will be shown next that with the special choice of the geometric mean measure as the dominating probability measure, the geometric mean processes take a particularly simple form, namely that of a predictable decreasing process. As a matter of fact, $G_\alpha$ is the only probability measure that gives this special form to the geometric mean process.

**Theorem 5.17.** Along with the conditions (2.1) and (2.7), assume that $G_\alpha$ is a probability measure and that it is used as a dominating measure. Then the following multiplicative decomposition holds for the geometric mean process $g(\alpha, Q)$:

$$g(\alpha, Q) = z(G_\alpha, Q) \mathcal{E}(-h(\alpha)), \quad (5.20)$$

in particular, $g(\alpha, G_\alpha) = \mathcal{E}(-h(\alpha))$. Besides, at each stopping time $T$ the Hellinger integral and the Hellinger process are related as follows:

$$H_T(\alpha) = E_{G_\alpha} \mathcal{E}(-h(\alpha))_T.$$

**Proof.** The representation (5.20) immediately follows from the remark 5.16 that $z(G_\alpha, Q)$ is nothing else but the $\zeta(\alpha, Q)$ of theorem 5.13. The rest follows upon substitution of $Q$ in (5.20) and in (5.4) by $G_\alpha$. \qed

The geometric mean measure has, like the geodesic measure, a minimizing property. The criterion is different from the one in proposition 2.5 however. We need the following notations. For a stopping time $T$ we denote, as in section 3, by $Q_T$ and $P_{\theta, T}$ the restrictions of $Q$, respectively $P_{\theta}$, to $\mathcal{F}_T$. By $G_{\alpha, T}$ we denote the measure on $\mathcal{F}_T$ defined by $dG_{\alpha, T} / dQ_T = \zeta_T(\alpha, Q)$. Put

$$K_T(Q_T) = E_{\alpha} I(P_{\theta, T}|Q_T) + E_Q \log \mathcal{E}(-h(\alpha))_T \quad (5.21)$$

as the criterion to be minimized and notice the difference (putting $T = \infty$) with the criterion $E_{\alpha} I(P_{\theta}|Q)$ of section 2.4.

**Proposition 5.18.**

(i) Assume that $G_{\alpha, T}$ is a probability measure. Then $K_T(Q_T)$ is equal to

$$I(G_{\alpha, T}|Q_T),$$

hence it is nonnegative and the minimum value zero of $K_T(\cdot)$ is attained at

$$Q_T = G_{\alpha, T}.$$

(ii) Conversely, if $\inf K_T(Q_T) = 0$, where the infimum is taken over all restrictions $Q_T$ to $\mathcal{F}_T$ of the dominating measures $Q$, then $G_{\alpha, T}$ is a probability measure on $\mathcal{F}_T$.

**Proof.** (i) Notice first that

$$E_{\alpha} I(P_{\theta, T}|Q_T) = - E_Q \log g_T(\alpha, Q) = - E_Q \log \zeta_T(\alpha, Q) - E_Q \log \mathcal{E}(-h(\alpha))_T$$
in view of the definition of $\zeta(\alpha, Q)$, which gives (5.21) with

$$K_T(Q_T) = -E_Q \log \zeta_T(\alpha, Q) = -E_Q \log \frac{dG_{\alpha,T}}{dQ_T}.$$ 

Because we assumed that $G_{\alpha,T}$ is a probability measure, this reduces to

$$K_T(Q_T) = I(G_{\alpha,T}|Q_T).$$

The other statement is now clear.

(ii) From

$$K_T(Q_T) = -E_Q \log \frac{dG_{\alpha,T}}{dQ_T}$$

(see the proof of (i)) we obtain by Jensen’s inequality applied to the convex function $-\log$ that

$$K_T(Q_T) \geq -\log E_Q \frac{dG_{\alpha,T}}{dQ_T} = -\log G_{\alpha,T}(\Omega).$$

If the infimum is zero, then for each $n \in \mathbb{N}$ there exists a probability measure $Q_n$ on $\mathcal{F}_T$ such that $K_T(Q_n) < n^{-1}$. Hence we have $-\log G_{\alpha,T}(\Omega) < n^{-1}$ for all $n$ so that $-\log G_{\alpha,T}(\Omega) \leq 0$, or $G_{\alpha,T}(\Omega) \geq 1$. Since we already know that $G_{\alpha,T}$ is a subprobability measure, it must be a probability measure. \(\square\)

We close this section with some extra observations concerning the case where the Hellinger process is deterministic. Note once again that now $H(\alpha) = \mathcal{E}(-h(\alpha))$. Hence $z(G_{\alpha,Q}) = g(\alpha, Q)/H(\alpha)$, which completely parallels the static case of section 2.4. In particular the restriction of $G_{\alpha}$ to $\mathcal{F}_T$ coincides with the geodesic measure as defined in section 2.4 with $\mathcal{F}$ replaced by $\mathcal{F}_T$. In section 5.6 we investigate some more relations between these measures. The relation in proposition 5.18 now takes the form

$$E_\alpha I_T(P_\alpha|Q) = I_T(G_{\alpha}|Q) - \log H_T(\alpha),$$

precisely as in proposition 2.5 and the restriction of $G_{\alpha}$ to $\mathcal{F}_T$ minimizes $E_\alpha I_T(P_\alpha|Q)$ over all dominating measures $Q$ (restricted to $\mathcal{F}_T$).

5.6. Relation between geodesic and geometric mean measure. It is our purpose to study in this subsection some relations between $G_{\alpha}$ and $\hat{C}_{\alpha}$, both measures being defined in terms of certain normalizations of the geometric mean of densities (to see the difference, compare equations (2.13) and (5.19)). It is therefore interesting to relate these two measures. This will also yield a characterization (in theorem 5.19 below) of $G_{\alpha}$ as a probability measure in terms of properties of $\hat{C}_{\alpha}$.

Recall from section 2.4 that $\hat{C}_{\alpha}$ is defined on $\mathcal{F} = \mathcal{F}_\infty$ by its density $g_\infty(\alpha, Q)/H_\infty(\alpha)$ with respect to $Q$. Call this density $z_\infty(\hat{C}_{\alpha}, Q)$. Note that $0 < g_\infty(\alpha, Q) < \infty$ $Q$-a.s.

We have seen in section 2.4 that $\hat{C}_{\alpha} \sim Q$, in other words that $z(\hat{C}_{\alpha}, Q)$ is $Q$-a.s. finite and positive. By $z_t(\hat{C}_{\alpha}, Q)$ we denote the density of the restriction of $\hat{C}_{\alpha}$ w.r.t. the restriction of $Q$ to $\mathcal{F}_t$. Clearly,

$$z_t(\hat{C}_{\alpha}, Q) = E_{\hat{C}_{\alpha}}(\hat{C}_{\alpha}, Q)_{|\mathcal{F}_t} = E_Q\{g_\infty(\alpha, Q)_{|\mathcal{F}_t}\}/H_\infty(\alpha).$$

Now we consider the process $\zeta(\alpha, \hat{C}_{\alpha})$. It satisfies

$$\zeta(\alpha, \hat{C}_{\alpha}) = \zeta(\alpha, Q)z_t(Q, \hat{C}_{\alpha}) = \frac{g(\alpha, Q)}{\mathcal{E}(-h(\alpha))} \frac{H_\infty(\alpha)}{E_Q\{g_\infty(\alpha, Q)_{|\mathcal{F}_t}\}}.$$  \hspace{1cm} (5.22)

Recall that in our set up the random variable $h_\infty(\alpha)$, as well as the variable

$$1/\mathcal{E}(-h(\alpha))_{\infty},$$
is finite a.s. under \( Q \) (or any other dominating measure), see [11, p. 209] for the binary case. From (5.22) we see, letting \( t \to \infty \), that
\[
\zeta_\infty(\alpha, \tilde{C}_\alpha) = \frac{H_\infty(\alpha)}{\mathcal{E}(-h(\alpha))_\infty}.
\] (5.23)
Observe that this random variable has \( \tilde{C}_\alpha \)-expectation less than or equal to 1 and hence
\[
E_{\tilde{C}_\alpha} \frac{1}{\mathcal{E}(-h(\alpha))_\infty} \leq \frac{1}{H_\infty(\alpha)}.
\]
We are now in the position to formulate another result that gives necessary and sufficient conditions for \( G_\alpha \) to be a probability measure.

**Theorem 5.19.** The measure \( G_\alpha \) is a probability measure if and only if
\[
E_{\tilde{C}_\alpha} \frac{1}{\mathcal{E}(-h(\alpha))_\infty} = \frac{1}{H_\infty(\alpha)}.
\] (5.24)
Moreover, if \( G_\alpha \) is a probability measure, then its density process \( z(G_\alpha, \tilde{C}_\alpha) \) with respect to the geodesic measure has a particularly simple structure. It is uniformly integrable (under \( \tilde{C}_\alpha \)) and given by
\[
z_t(G_\alpha, \tilde{C}_\alpha) = H_\infty(\alpha) E_{\tilde{C}_\alpha} \left\{ \frac{1}{\mathcal{E}(-h(\alpha))_\infty} \mathcal{F}_t \right\}.
\] (5.25)
Similarly, we have under the same condition that the density process of \( \tilde{C}_\alpha \) w.r.t. \( G_\alpha \) is given by
\[
z_t(\tilde{C}_\alpha, G_\alpha) = \frac{1}{H_\infty(\alpha)} E_{G_\alpha} \{ \mathcal{E}(-h(\alpha))_\infty \mathcal{F}_t \}.
\] (5.26)

**Proof.** The equivalence of the first claim follows from the identities
\[
E_{\tilde{C}_\alpha} \zeta_\infty(\alpha, \tilde{C}_\alpha) = E_Q \zeta_\infty(\alpha, Q) = G_\alpha(\Omega)
\]
and expression (5.23). The validity of (5.25) also follows from (5.23) and (5.26) follows from (5.25). \( \square \)

**Remark 5.20.** Equation (5.25) again illustrates the fact that the measures \( G_\alpha \) and \( \tilde{C}_\alpha \) coincide if \( h(\alpha) \) is a deterministic process in view of remark 5.6.

### 6. Information Processes

In this section we will treat the Kullback–Leibler information in the posterior probability measure \( \beta^T \) with respect to the prior \( \alpha \), defined according to (2.17). Afterwards, we will use the representation of type (2.19) to relate this information to the Hellinger process and to the density process of the geometric mean measure with respect to the arithmetic mean measure, cf. theorem 6.3.

We will treat as well the relative entropy in the posterior probability measure \( \beta^T \) with respect to the prior \( \alpha \), defined according to (2.20). Looking at the development in time, we will see that the related process is a \( (\tilde{P}_\alpha, F) \)-submartingale with a rather complicated martingale part. Therefore, the focus in theorem 6.4 will be on the compensator part that yields the information from data like in (2.21), cf. remark 6.5.

#### 6.1. Kullback–Leibler information in a posterior

The definition (2.17) suggests us to define at a stopping time \( T > 0 \) the Kullback–Leibler information in the posterior probability measure \( \beta^T \) with respect to the prior \( \alpha \) by
\[
I(\beta^T | \alpha) = E_\alpha \log \frac{d\alpha}{d\beta^T}.
\] (6.1)
This is a non-negative quantity by the Jensen inequality. In view of the relation (2.19), we have readily the following statement:

**Theorem 6.1.** Let \( T > 0 \) be a stopping time, let \( \alpha \) and \( \beta^T \) be the prior and posterior probability measures on the parametric space \((\Theta, A)\) and let \( I(\beta^T | \alpha) \) be the Kullback-Leibler information in the posterior \( \beta^T \) with respect to the prior \( \alpha \), as defined in (6.1). Then

\[
\exp \{-I(\beta^T | \alpha)\} = \frac{g_T(\alpha, Q)}{a_T(\alpha, Q)} = g_T(\alpha, \bar{P}_\alpha).
\]

(6.2)

**Proof.** Recall the relation (4.5) and made appropriate substitutions in (2.19). \( \square \)

Observe again that the information \( I(\beta^T | \alpha) \) depends only on the prior \( \alpha \) but not on the choice of a dominating measure \( Q \). In view of the propositions 4.1 and 5.1 we have the following proposition.

**Proposition 6.2.** Assume (2.1) and (2.7). Let \( I(\beta^T | \alpha) \) be the information process starting from zero, \( I(\beta^T | \alpha) = 0 \), and at \( t > 0 \) defined by (6.1). Then it possesses the following properties:

1. \( \inf_t I(\beta^T | \alpha) > 0 \) \( Q \)-a.s.
2. \( \sup_t I(\beta^T | \alpha) < \infty \) \( Q \)-a.s.
3. \( \exp\{-I(\beta^T | \alpha)\} \) is a \( (\bar{P}_\alpha, F) \)-supermartingale of class \( (D) \).

**Proof.** This is a direct consequence of the propositions 4.1 and 5.1 and theorem 6.1. \( \square \)

Departing from the identity (6.2) we obtain the following representation of the information process in terms of the Hellinger process and the geometric mean and arithmetic mean measures:

**Theorem 6.3.** Under the conditions (2.1) and (2.7) and the condition that \( G_\alpha \) is a probability measure the information \( I(\beta^T | \alpha) \) at a stopping time \( T > 0 \) can be presented as follows:

\[
e^{-I(\beta^T | \alpha)} = z_T(G_\alpha, \bar{P}_\alpha) \mathcal{E}(\ell(-h(\alpha)))_T
\]

**Proof.** Combine (5.20) and (6.2). \( \square \)

### 6.2. The information from data

According to (2.20) the relative entropy in the posterior \( \beta^T \) at a stopping time \( T \) with respect to a prior \( \alpha \) is defined by

\[
I(\alpha | \beta^T) = E_{\beta^T} \frac{d\beta^T}{d\alpha}(\theta) = E_{\alpha} z_T(\theta, \bar{P}_\alpha) \log z_T(\theta, \bar{P}_\alpha).
\]

(6.3)

As was already mentioned, in Bayesian statistics this quantity is called the information from data and its expectation

\[
E_{\bar{P}_\alpha} I(\alpha | \beta^T) = E_{\alpha} I(\bar{P}_\alpha, T | \theta, T)
\]

(6.4)

is called the expected utility from data, cf. (2.21). For \( T = \infty \) we can use the notation of section 2 to write the information from data as \( I(\alpha | \beta^\infty) = E_{\alpha} p(\theta, \bar{P}_\alpha) \log p(\theta, \bar{P}_\alpha) \) or as \( I(\alpha | \beta) \).

For brevity, let us agree to denote \( x \log x \) by \( \ell(x) \). Then the process of the information from data is simply expressed by \( I(\alpha | \beta^T) = E_{\alpha} \ell(z(\theta, \bar{P}_\alpha)) \). We claim that this process is a uniformly integrable submartingale under condition (2.9). Notice first that \( |\ell(x)| \leq \ell(x) + 2e^{-1} \). Hence condition (2.9) guarantees that \( E_{\bar{P}_\alpha} E_{\alpha} |\ell(z(\theta, \bar{P}_\alpha))| < \infty \). Since the function \( \ell \) on \( \mathbb{R}_+ \) is convex, we readily conclude from Jensen’s inequality and the fact that the \( z(\theta, \bar{P}_\alpha) \) are \( (\bar{P}_\alpha, F) \)-martingales that indeed \( I(\alpha | \beta^T) \) is a \( (\bar{P}_\alpha, F) \)-submartingale with limit \( I(\alpha | \beta) \), satisfying \( 0 \leq I(\alpha | \beta^t) \leq E_{\bar{P}_\alpha} \{ I(\alpha | \beta^t) | F_t \} \) for all \( t \geq 0 \).

The first step towards the expected utility from data is thus to determine the compensator to it. This will be done in theorem 6.4 under the same special circumstances.
as in section 4.2: it will be assumed that each density process $z(\theta, Q)$, $\theta \in \Theta$, is the Doléans exponential of a certain $(Q, F)$-local martingale $m(\theta, Q)$, i.e., $z(\theta, Q) = {\mathcal E}(m(\theta, Q))$ with the exponential (4.6), and that the latter martingale is representable in the special form (4.7). Exactly as in section 4.2 and using (here and elsewhere below) the notations of that section we need to take certain predictable posterior expectations from both integrands $c$ and $d$. Firstly, the posterior variance of the integrand $c(\vartheta)$ is required at each instant $t > 0$ that is defined like in (5.12) as follows: $\hat{\omega}(c) = E_{\beta -} (c(\vartheta) - \bar{c})^2$. Secondly, we require the posterior moment $E_{\beta -} (1 + (d(\vartheta) - \bar{d})\Delta N)$ with $N$ as in corollary 4.3.

We also use the following notation. Define for a process $X$ depending on $\theta$ the process $\ell(X) = E_{\beta -} \ell(X(\theta))$. With this notation the latter central posterior moment is expressed as $\ell(X) = E_{\beta -} \ell(1 + \Delta n(\cdot, \hat{P}_\alpha))$, cf. (4.11). From lemma 2.1 we know that the argument of $\ell$ is strictly positive. Moreover, invoking once more Jensen’s inequality one sees that this posterior moment is nonnegative.

**Theorem 6.4.** Along with the conditions (2.1), and (2.9), assume the representation property (4.7). Then the difference between the information from data $I(\alpha|\beta^*)$ and the nondecreasing finite-valued process

$$\frac{1}{2} \hat{\omega}(c) \cdot \langle M^c \rangle + \sum_{s \leq t} \hat{n}_s (1 + \Delta n_s(\cdot, \hat{P}_\alpha))$$

(6.5)

is a $(\hat{P}_\alpha, F)$-martingale (cf. the expression (4.11) for $1 + \Delta n_s(\cdot, \hat{P}_\alpha)$).

**Proof.** For simplicity, we shall write for the rest of the proof $z$ instead of $z(\theta, \hat{P}_\alpha)$ and similarly $n$ instead of $n(\theta, \hat{P}_\alpha)$. The latter comes from corollary 4.3 where its explicit representation can be found, together with $z = \mathcal{E}(n)$, the consequence of (4.5) and (4.9). This will cause no ambiguity. With these notations (6.3) reduces to $I(\alpha|\beta^*) = E_{\alpha} \ell(z)$. Integration by parts gives

$$\ell(z) = z \log z = z - \log z + \log z - z + [z, \log z].$$

(6.6)

It will be seen in a moment that the $\ell_\alpha(F)$-local martingale mentioned in the assertion stems from the second term and equals to

$$E_{\alpha}[\log z_+ \cdot z] = E_{\alpha}[\ell(z_+) \cdot n].$$

(6.7)

Let us examine the first and third terms. In view of the general formula (4.6) we have

$$z_+ \cdot \log z = z_+ \cdot n - \frac{1}{2} z_+ \cdot \langle M^c \rangle + \sum_{s \leq t} z_{s-} \{\log(1 + \Delta n_s) - \Delta n_s\}$$

and

$$[z, \log z] = z_+ \cdot \langle M^c \rangle + \sum_{s \leq t} z_{s-} \Delta n_s \log(1 + \Delta n_s).$$

Take now the expectation of both sides with respect to the prior $\alpha$ and take into consideration that $E_\alpha z_+ \cdot n = 0$ and $E_\alpha \sum_{s \leq t} z_{s-} \Delta n_s = 0$ (this follows e.g., from $E_\alpha z = 1$, see (4.5), and $z = 1 + z_+ \cdot n$). Substituting the explicit expression for $n$, see corollary 4.3, we get by Fubini’s theorem

$$E_{\alpha} z_+ \cdot \log z = -\frac{1}{2} \hat{\omega}(c) \cdot \langle M^c \rangle + \sum_{s \leq t} E_{\beta -} \Delta n_s \log(1 + \Delta n_s)$$

and

$$E_{\alpha} [z, \log z] = \hat{\omega}(c) \cdot \langle M^c \rangle + \sum_{s \leq t} E_{\beta -} \Delta n_s \log(1 + \Delta n_s).$$
These two formulas allow us to find the expectation with respect to $\alpha$ of (6.6). On the right we get the information from data and on the left the local martingale (6.7) plus the expression (6.5). Thus the local martingale mentioned in the assertion is indeed given by (6.7). The proof is complete. □

Remark 6.5. Notice that the decomposition in theorem 6.4 of the information from data process is in general not its Doob–Meyer decomposition, since the discontinuous part (if it is not vanishing) of the increasing process of (6.5) is not predictable.

Since the expectation with respect to the measure $\tilde{P}_\alpha$ of the martingale in theorem 6.4 is zero (under the conditions of the theorem), the expected utility from data at the stopping time $T$ equals to

$$E_{\tilde{P}_\alpha} I(\alpha|\beta^T) = E_{\alpha} I(\tilde{P}_{\alpha,T}|P_{\theta,T}) = E_{\tilde{P}_\alpha} \left\{ \frac{1}{2} \tilde{u}(c) \cdot \langle M^c \rangle + \sum_{s \leq t} \tilde{l}_s (\Delta N_s^d) \right\}.$$

The first identity is already known, see (6.4). The second one follows from (6.5).
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